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Preamble 

The Objective 

The objective of the current engagement is to operate the PG-SME Managed Consultative 
Service (MCS) in a Business As Usual state, to provide real-time end-user performance 
monitoring, quantify the day to day performance of the OneTouch application in particular and 
to quickly determine the area of root cause of any performance issues seen by the end-users.  

End-users have been complaining that the response of the OneTouch application can be both 
erratic and slow, as the key business application at the local and remote offices this will be 
the focus of the monitoring.  

In addition IMS will review similar slow down/lock up issues for various processes/systems 
within regional offices such as: 

 PC Boot time 

 Windows boot time 

 General applications response time 

 Branch File & Print 

 Inter office response time consistency 

These performance issues within the estate are analysed by using the IMS PG-SME end to 
end monitoring solution, along with taking a holistic view of the enterprise being monitored. 

OneTouch Findings 

In a previous report we noted: 

The key root cause of the performance problems experienced by the end users is the Oracle 
database response times.  This is directly related to how the OneTouch Application servers 
access the Oracle database servers and points to the application configuration or code. 

At random the response time delivered from the databases to the Application servers 
increases by a factor 10 for several minutes.  PG-SME will track database performance going 
forward and pin point timing and severity of the issues. 

The Oracle database response times and their interaction with the application appear to 
remain at the centre of the issues.  
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Introduction 

OneTouch - a front office CV management solution 

OneTouch has been implemented by Hals for procuring and managing client CVôs and as 
such is fundamental to the business.  

We have some historic troubleshooting experience and information at the technical level 
about the OneTouch application.  

The system at Hals consists of 1 (failover) ACE 20 load balancer, 52x Web/Application 
servers, 3 dbase servers.  There are also various-servers used for special access.  The 
OneTouch client is rolled out to and used by approximately 5,000 users distributed over 
several international offices and therefore should be designed for scalability. 

The end-users experience on the user interface is a very slow response and the client may 
erratically stop responding.  The Pilot was designed to monitor ~600 of these end users to 
provide a practical sample for the subsequent rollout to approximately 1,800 key end users. 

For the purpose of the BAU Pilot project at Hals we implemented the PG-SME solution which 
is a tool to monitor response times of the end-users, performance of client/server applications 
including all business transactions and pinpoint bottlenecks in the enterprise infrastructure.  

PG-SME monitors: 

In the branch offices 

 Start-up time and log in time on each PC  

 CPU and Memory load over time on each PC 

 Availability of each system that the users access 

 Response time of each system that the users access 

In the WAN network  

 WAN Network connection stability and quality for each office 

In the hosting centre 

 Server LAN stability and quality 

 CPU and Memory load over time on each Windows based server 

 Availability of each system that the Windows based servers access 

 Response time of each system that the Windows based servers access 

PG-SME provisions: 

The PG-SME monitoring system consists of a lightweight agent that may be installed on 
Windows based PCs and servers.  

The agent monitors resource usage on the device it is installed on and it monitors all network 
communication to and from the device.  From the network monitoring the agent calculates 
response time and availability of the servers that the users access. 

Condensed information from each agent is sent to a central PG Enterprise Manager for 
further handling and storage.  Aggregated data from all the monitoring points the PG agents 
provide delivers solid information about system performance.  
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Methodology 

OneTouch environment - PG-SME delivers 

We have installed PG-SME agents on selected end user PCs (to be a phase rolled out to the 
entire estate) and most of the OneTouch servers in order to identify the OneTouch system 
component/s that may cause performance problems that impact the end users.  

PG-SME delivers: 

 Load graphs for each individual PCs 

 OneTouch application response time graphs monitored in each office  

 Response time graphs for each OneTouch transaction type (sub-URL) 

 Network quality from each office to the hosting centre 

 Data flow path from the users to the Application servers 

 Load graphs for each individual Application server 

 Response time from each OneTouch database to the Application servers 
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Specification of PG-SME Managed Consultative Service 

Hals have invested in PG-SME an End-User experience Performance Management and 
Troubleshooting solution to support and improve the performance of key business critical 
applications as well as the networks they traverse. 

This Business As Usual Proof of Concept has been designed to meet Halsôs requirements 
and consequently IMS have implemented the following tools: 

PG Enterprise Manager  

- Web based management and weekly/monthly reporting module based in the Hals VM 
domain. 

PG End-User Agents:  

Nb: Sites increased from previous report 

- Sites: End-User agents  Sites: End-User agents 

Aberdeen 56  Plymouth 4 

Edinburgh 256  Scarborough 4 

Glasgow 172  Lucknow1&2 204 

Moorgate 396  Chennai 360 

Cheapside 0  Mumbai 96 

Maidenhead 4  India Office5 256 

Oxford 4  New Malden IT  56 

     
Total 1,868 

 

   

PG Server Agents  

- Sites: End-User agents 

Leeds (Server LAN) 6 

Server LAN (10.190.23.0/24) 14 

Server LAN (10.190.26.0/24) 27 

Server LAN (10190.27.0/24) 8 

  
Total 55 

  
To include 1 x OneTouch web/application Servers: 

x SAP Servers, x SQL Servers, x Exchange Servers, x File Servers, x AD Servers 

9 x Citrix Servers, TBC x Various other Web & Application Servers 

IT ScoreCard module 

- An MCS deployment of the monthly IT ScoreCard reporting tool to collate and provide a 
holistic view of information monitored and reported by PG-SME.  

OneView module 

- An optional software module for detailed database log-file interrogation, providing in-depth 
correlation, to enable resolution from root cause.  
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Findings 

Network -  

For the statistics available from the limited number of PG agents deployed and in 
consideration of some of our recommendations carried out, the network in the UK has 
appeared stable during the month of March.  There have been a number of exceptions across 
the month with 75 alarms raised.  With 98.66% related to the OneTouch Application slow 
response or loss of availability.  

 

These alarms are reviewed and assessed as they are raised on a daily basis and where 
appropriate investigated.  (NOTE: This does not include incidents raised for areas of the 
network where PG agents are not deployed) 

The number of active agents continues to be lower than that originally recommended and the 
subsequent significant improvement in service to those end-users monitored compared to 
those end-users not monitored needs to be addressed, as the reported positive affect on 
morale and productivity should be offered to the entire estate. 

 

OneTouch Application ï 

The majority of raised alarms this month were related to the OneTouch Application with the 
graphs of Month 14 for UK Offices and Indian Offices shown below highlighting regular peaks 
showing nightly slow response peaks most days; however these are out of normal working 
hours.  The peaks during working hours indicate periods of service degradation for UK Office 
End Users on 9 days and further investigation of these peaks on the 8

th
, 14

th
, 15

th
, 20

th
, 27

th
, 

28
th
 March and 2

nd
, 5

th
 April have been undertaken and reported in detailed in the Further 

Findings section below. 

1.33% 

2.67% 94.67% 

1.33% 

Alarms by percentage 

Lucknow1 to leeds availability 
lost 

One Touch availability lost 

One Touch response time high 

One Touch transaction 
availability 
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Graph 24.1 ï Response Time of OneTouch Application ï UK Offices 

 

This graph shows a number of high peaks above 30,000ms highlighted in blue that occur 
outside of normal working hours.  Although the peaks highlighted with red arrows are much 
smaller they show periods of slow response times during the working day.  The peak over 
20,000ms on the 14

th
 March being the highest working day peak some of the red arrowed 

peaks suggest actual degradation to End User services during working hours and have 
prompted further investigation.  

Graph 24.2 ï Response Time of OneTouch Application ï India Offices 

 

On this graph for End Users using the OneTouch application they experienced similar periods 
of slow response from the OneTouch Websites with some on corresponding days but others 
on different days to the UK Office End Users.  Highlighted by red arrows are high peaks 
during working days, 11 peaks exceed 10,000ms or 10 second response times.  As can be 
seen there are multiple peaks on 23

rd
 March and this has been further investigated. 

Network Alarms ï 

Only one network alarm has been raised during this period.  The link between India Lucknow 
1 and Leeds suffered a loss of availability on the 30

th
 March at 09:52:00 for a short period, 

this probably had little impact upon the End Users. 
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Network ï DNS 

The performance of DNS across the Hals network has been raised before and has been 
regularly monitored.  Below are two graphs showing the DNS response times from active 
agents in UK & India Offices with the known 64 DNS servers or reduced to the active DNS 
servers for closer analysis.  The performance of DNS services has significantly changed from 
January 2012 and some comparisons have been included to highlight the differences.  

Graph 24.3 ï Response Times for all UK Office agents from DNS servers 

 

This graph clearly shows the average DNS response time in the UK has increased this month 
compared to previous reports.  The response time statistics of DNS server to End User 
computers in UK Offices is shown below 24.4 and for comparison the statistics from Month 12 
below as 22.3.  The average response time has increased from 772.4ms to 9,957.7ms, the 
minimum response time from 18.6ms that was classed as excellent has now reached a very 
poor 5,733.4ms.  The maximum figure of 146,255ms also speaks for itself as significantly 
slower than 8,734ms in January 2012.  The red arrows highlight slow response peaks and the 
orange arrows highlight an outage on the 7

th
 April with zero requests and a high response 

time peak. 

Statistics 24.4 ï Response Times for all UK Office agents from DNS servers 

 

Statistics 22.3 ï Response Times for all UK Office agents from DNS servers Jan 2012 
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Graph 24.5 ï Response Times for all Indian Office agents from four DNS servers 

 

The initial analysis showed only four DNS servers being accessed by the monitored agents in 
Indian Offices hence the graph above concentrates on the DNS responses from these four 
servers.  Although the impact in the UK relates to the same HRMWSAD003 server this does 
only show one high peak for Indian Users on the 22

nd
 March.  The average DNS response 

time is similar to the UK value at 8,896.8ms as shown in the statistics below.  Other DNS 
servers HPSDC13, HPSDC13 & HRMVMAD010 exhibit slow response peaks and HPSDC50 
a distinct rise in average response time on the 30

th
 March.  The average response time for 

HRMVMA010 and HRMWSAD003 is around 18,000ms and double that of the other two DNS 
servers as shown in the 24.7 statistics below.  

Statistics 24.6 ï Response Times for all Indian Office agents from DNS servers 

 

Statistics 24.7 ï Response Times for all Indian Office agents from four DNS servers 

 

Statistics 22.6 ï Slow Response Times for UK agents from DNS servers Jan 2012 

 

A comparison of the DNS statistics from Month 12 report clearly shows the difference in DNS 
response time for the HRMWSAD003 server ï the minimum has risen from 113.4ms to 
10,931.4ms and average from 2,451.2ms to 17,277.6ms showing a significant degradation. 
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Database Servers ï 

As a result of the OneTouch response time peaks a review of the database servers response 
times discovered the following degradations in database server performances. 

Graph 24.8 ï Response Times for all agents from Database servers 

 

The graph highlights a number of working days during the period that experienced slow 
response times.  To identify the responsible servers a split of the information was extracted 
and shown in the statistics below.  This confirms that server HRMAXPD225 is mainly 
responsible with a maximum peak of 140,403ms and due to the peaks the average response 
time over the month of 1,039ms.  Refer to the further findings section for detailed comparison 
between OneTouch and Database response times. 

Statistics 24.9 ï Response Times for all agents from Database servers 
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Citrix Services ï 

A review of the Citrix services from historical data over the whole month is not possible due to 
disk space limitations, therefore it has been taken from three days within the period.  The 
results continue to show a degree of latency however the data is now limited to monitoring 
only two Citrix servers with active agents.  HRMWSPD551 is the only server responding to 
the End User monitored agents.  The statistics below show ten network subnets actively using 
the HRMWSPD551 server and are listed in the order of highest latency. 

Statistics 24.12 ï Citrix latency by subnet to Citrix server HRMWSPD551 

 

Graph 24.13 ï Citrix latency by subnet to Citrix server HRMWSPD551 

 

This graph highlights that only two subnets are performing within acceptable latency of 100ms 
these are the server LANs in Leeds and Manchester.  The impact of Wide Area Network 
(WAN) access resulting in 100 ï 200ms response times would again be within acceptable 
limited but latency above 500ms is unacceptable. 

The statistics below show 9 sessions from two Indian sub-networks are within the WAN 
latency of 200ms 

Statistics 24.14 ï Maximum active sessions to Citrix server HRMWSPD551 

 

Further analysis of Login Times and average latency by workstation are listed in Statistics 
24.15 below. 
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Statistics 24.15 ï Worst 15 Citrix login times to Citrix server HRMWSPD551 

 

The top of the list shows a login time of nearly 2 minutes and the second of 1 minute 
compared to the 7 ï 15 in the list of 4 ï 5 seconds.  Most are from the 10.190.13.241 network 
but we are not aware of this physical location for this report.  There does not appear to be a 
pattern to the data other than the 8 longest login times is from the same sub-network. 

 

Statistics 24.16 ï Average latency of Citrix Users to Citrix server HRMWSPD551 

 

Considering the average latency of user connections the highest two are from the same sub-
network 10.72.101 which correlates with the list of sub-nets as the slowest network. 
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Further Findings 

OneTouch Application ï Response Time 

Alarms and the peaks on the OneTouch application response times to UK Office & Indian 
Office End Users are under further investigation along with a review of Database Server 
response times to establish any correlation and therefore cause. 

The peaks on the 14
th
, 27

th
 March & 2

nd
 April 2012 have been selected for further 

investigation with the analysis detailed below. 

14
th

 March 2012 

Graph & Statistics 24.17 ï OneTouch Response Time 14
th

 March 2012 

 

 

The statistics show that only two of the fifteen OneTouch servers provide results from the 
installed and active agents in the UK Offices.  A review of the database servers during the 
same period on the 14

th
 March below (Graph 24.18) shows a clear correlation with the peak at 

08:30 of 12,136ms and 13,812ms for two Database servers matching the impacted 
OneTouch servers onetouchuk.emea.hals.loc and hrmvmpd747.emea.hals.loc. 
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Graph & Statistics 24.18 ï Database Server (Oracle) Response Time 14
th

 March 2012 

 

 

 

27
th

 March 2012 

The following two graphs show high response time peaks at 08:20 & 13:20 for OneTouch 
server OneTouchuk and periods of raised response times around 11am and from 14:50 to 
15:30 for hrmvmpd747.  A review of the Graph of database response times between 
database servers and OneTouch servers (24:20) only shows corresponding peaks around 
15:30 on the 27

th
 March for database server HRMAXPD236-vip.  The cause of the other 

peaks for OneTouch servers is therefore not related to the database servers and a request for 
further investigation of these peaks is awaiting approval for additional agent rollout. 

Graph & Statistics 24.19 ï Response Time 27
th

 March 2012 OneTouch UK Offices 
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Graph & Statistics 24.20 ïResponse Time 27
th

 March 2012 Database Servers 

 

 












